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Abstract. Aberration correction of the scanning transmission electron microscope (STEM) 
has made it possible to reach probe sizes close to 1 Å at 60 keV, an operating energy that 
avoids direct knock-on damage in materials consisting of light atoms such as B, C, N and O.  
The improved resolution is allowing individual atoms to be imaged in various novel materials 
including graphene, monolayer boron nitride and carbon nanotubes.  Some radiation damage 
remains even at the lower energies, and this limits the maximum usable electron dose.  Ele-
mental identification by electron energy loss spectroscopy (EELS) is then usefully supple-
mented by annular dark field (ADF) imaging, for which the signal is much greater.  Because 
of its strong Z dependence, ADF allows the chemical identification of individual atoms, both 
heavy and light.  We review the instrumental requirements for atomic resolution imaging at 60 
keV and lower energies, and we illustrate the kinds of observations that have now become 
possible by ADF images of graphene, monolayer BN and single wall carbon nanotubes, and 
by ADF images and EELS spectra containing nanopods filled with single atoms of Er.  We 
then discuss likely future developments. 

1 Introduction 

The scanning transmission electron microscope (STEM) is now able to reach a 
resolution close to 1 Å at 60 keV, a primary energy that is low enough to avoid direct 
knock-on damage in materials made of lightweight atoms such carbon.  There are no 
regular inter-atomic distances smaller than 1.2 Å not involving hydrogen, and 1 Å 
resolution therefore means that near-neighbor atoms can be resolved in such materi-
als without destroying the observed structures by rapid knock-on damage. This is an 
important advance, and the main subject of this chapter. 

Many researchers have contributed to the advance.  The full history of the STEM 
is reviewed in depth elsewhere in this volume (Pennycook 2010); here we only note 
the major mileposts encountered along the way. Crewe’s cold field-emission STEM 
(Crewe, Wall, and Welter 1968, Crewe 2009) was the key development, because it 
showed the wealth of results that can be obtained when a small probe of electrons is 
focused on a thin sample and several signals, such as those due to elastically and 
inelastically scattered electrons, are collected simultaneously.   

Once their new STEM was working well, Crewe’s group progressed quickly onto 
imaging of single heavy atoms – a significant first in electron microscopy (Crewe, 
Wall and Langmore 1970) – and also to a demonstration of the power of Electron 
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of operating a CFEG appears to have been introduced by Vacuum Generators (VG). 
It is also used with the Nion CFEG (Bacon el al. 2010).  We call this type of gun 
clean cold field emission gun (CCFEG).  Its advantages are increased brightness and 
reduced energy spread relative to a gun with a higher workfunction, and greatly 
reduced emission noise.  Being able to operate a CFEG in this way requires that the 
vacuum near the tip be <10-10 torr even when emitting, and ideally in the high 10-12 
torr to the low 10-11 torr regimes. 

In CFEG guns with vacuum level worse than about 1x10-10 torr, the emission cur-
rent typically decays much too fast for the gun to be usable in the freshly flashed 
“clean” state.  The gun is then operated with the emission occurring with the adsor-
bate layers present, rather than from a clean tungsten tip.  The extraction voltage is 
raised as needed to get a usable emission current, sometimes repeatedly to compen-
sate for the current drop-off due to additional adsorbates.  We call this type a “dirty” 
field emission gun (DFEG).  Its advantage is that vacuum requirements are reduced.  
Its disadvantages are that the emission current fluctuates much more than with clean 
tips, and that the gun brightness is typically reduced compared to the “clean” state. 

The Schottky gun can operate in a poorer vacuum of around 10-9 torr, because ar-
riving contaminants are continuously desorbed from the hot tip, which is in a state of 
dynamic equilibrium.  Because of the high temperature, the mobility of the ad-
sorbants is high and the changes in the work function are therefore much faster than 
they would be in a CFEG.  Furthermore, the tip radius is typically larger in the 
Schottky gun than in a CFEG, and the emitting area that contributes to the final 
probe is therefore also larger. The high adsorbant mobility and the larger emitting 
area lead to a more stable emission current than in the DFEG case. 

The electric field at the tip in the Schottky gun is weaker than the field that would 
be needed to obtain field emission by tunneling.  If tunneling were present, electrons 
would go both over the top of the workfunction barrier as well as through the barrier, 
and the energy width of the emitted beam would grow to several eV (Swanson and 
Martin 1975, Swanson and Schwind 2009).  This needs to be avoided in a practical 
source of electrons, and a practical Schottky gun is therefore never run at an applied 
field high enough to allow electrons of the Fermi energy to tunnel out of the tip.  The 
standard Schottky gun therefore behaves very differently from a CFEG: the Schottky 
emission current goes to zero when the heating is turned off.  The advantages of the 
Schottky source are that it can operate in an even poorer vacuum than DFEG, and 
that its emission current remains stable over long periods of time.  Its disadvantages 
are a wider energy spread than achievable with CFEG, typically of the order of 0.5 to 
1.0 eV, lower brightness, and shorter longevity: the Schottky emitter typically runs 
out of the pool of Zr needed to replenish its ZrO coating after about a year of con-
tinuous operation, whereas a well run clean CFEG emitter can typically last more 
than 3 years. 

The Schottky gun is nowadays often referred to as a field emission gun (FEG), 
almost certainly following a practice coined by a marketing department.  It is ironic 
and regrettable that many scientists have started to employ this terminology, i.e. to 
use an acronym based on an emission mechanism that the Schottky gun must avoid 
in order to operate as an optimized electron source.  
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In experimental practice, there are of course many additional components that 
need to be optimized in addition to the aberrations, the gun brightness and the energy 
spread.  These include:  

 
i) the high voltage, which must be stable enough so that the energy spread does 

not increase, thereby worsening the chromatic aberration, 
ii) the tuning of aberrations, which must be accurate enough so that mistuned 

aberrations (including defocus and astigmatism) do not worsen the resolution,  
iii) the power supplies for the optics, which must be stable enough so that the 

tuning remains unchanged over time periods long enough to find the areas of interest 
on the sample and record the experimental data,  

iv) the mechanical properties of the microscope column, which must be rigid 
and stable enough so that its elements do not drift with respect to each other, thereby 
causing a change of the aberrations, 

v) the sample stage, which must be free of vibrations and drift,  
vi) the shielding of the microscope column and of the electronics, which must be 

good enough to keep out external influences such as stray magnetic fields, cell phone 
transmissions and acoustic noise, 

vii) the water cooling of the lenses, which must not introduce vibrations or ther-
mal drift, 

viii) the microscope room, which must be acoustically quiet, free of floor vibra-
tions and stray magnetic fields, and have a stable temperature, 

ix) the post-sample detector-coupling optics, which must be able to bring the 
right signals to the right detectors, 

x) the detectors, which must be fast and sensitive enough to record scattering 
events with good detective quantum efficiency, 

xi) the vacuum of the microscope, which must be high and clean enough so that 
contamination and sample etching are avoided. 

  
Not meeting these requirements results in the resolution becoming worse, the data 

becoming noisier, the atomic images becoming “squiggly”, or the sample being 
destroyed prematurely.  .  

 
 
 
 
 
 
Fig. 4. Images of a small part of a nanotube filled with nanopods filled with single Er at-

oms, with various amounts of probe “wiggles” added artificially, recorded with the Nion 
UltraSTEM at 60 keV.   a) no added wiggles, b) 0.05 Å r.m.s, c) 0.1 Å, d) 0.25 Å, e) 0.5 Å, f) 
1.0 Å.   

 
The stability requirements are rather high, but are now being attained.  Fig. 4 il-

lustrates this with a small portion of an experimental image shown in six versions: as 
recorded (a), and with intentionally added noise simulating probe “wiggles” of 0.05 
Å r.m.s. (b) to 1.0 Å r.m.s. (f).  Only the image with 0.05 Å added wiggles looks 







Aberration-corrected STEM at low primary energies 15
 

 

bly above an edge threshold and give rise to the Bethe ridge (Egerton 1996) in the 
angular scattering distribution.  This could be done for instance by using an annular 
EELS entrance aperture that prevents electrons scattered by low angles from entering 
the spectrometer.  It also remains to be verified experimentally. 

It is also worth noting that even though the formula for delocalization shows that 
atomic resolution EELS elemental mapping is not possible with very low energy 
losses of the order of a few tens of eV, the literature contains a number of experi-
mental images that have been recorded at low losses and yet appear to show atomic 
resolution.  This is readily explained by the fact that low loss, high spatial resolution 
EELS images can result from double scattering: low angle inelastic scattering that 
provides a new “primary” beam at the detected energy, plus high-angle elastic scat-
tering that gives the fine detail in the image.  The resultant images are not indicative 
of the sample composition.  Substituting the atoms in the sample by other atoms of 
similar atomic weight would result in a very similar double-scattering image. 

2.5 Image acquisition and processing 

When imaging thin low Z materials at low primary energies, a slightly different 
strategy is called for than when imaging heavier and thicker samples at higher ener-
gies.  First, the high-angle scattering from the low-Z atoms not being particularly 
abundant, the image signal is increased about 2x when annular dark field images are 
formed using a lower cut-off semiangle of 50-60 mr rather than the 80-90 mr we 
normally use for heavier atoms at 60 keV primary energy.  We call these images 
medium-angle annular dark field (MAADF).  A slight increase in non-linearity is 
expected in MAADF images compared to HAADF ones, whereby 2 atoms lying on 
top of each other will give more than two times the signal of a single atom.  We have 
tested for the effect by comparing the intensities of MAADF images of aligned sin-
gle and double layers, which showed that it is much less than statistical noise typi-
cally present in the images. 

Second, the dark field detector gain has to be increased (by increasing the PMT 
voltage) so that the signal from a single B or C atom is reliably detected above the 
background detector noise.  We usually increase the gain to a level whereby the 
signal from about 10 graphite layers will saturate the detector, and then stay in thin 
sample areas where the saturation is not a concern.   

Third, to get a good signal-to-noise ratio in the images of single light atoms, the 
exposure level (the electron dose per unit sample area) usually needs to be higher 
than would be needed for imaging thicker and heavier materials.  Raising the probe 
current would worsen the resolution, and this leaves just one useful option: increas-
ing the time the probe spends scanning over each atom.  Instead of simply raising the 
per-pixel dwell time, we usually accomplish this by decreasing the pixel size.  The 
resultant images are then greatly oversampled, with each atom occupying an area of 
10x10 or even 20x20 pixels, but the oversampled images contain useful information 
on the exact atomic position and on the atomic movement, as will be shown below. 

The resultant MAADF images typically show individual atoms well resolved 
even in graphene and monolayer boron nitride, in which the nearest neighbour spac-
ings are 1.42 Å and 1.45 Å respectively.  However, the image intensity does not go 
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to zero in the center of the hexagonal rings in these structures, and it decays over 
several Å away from the specimen edge.  Both these effects are due to an extended 
“tail” of the electron probe, which is typically much stronger in actual imaging ex-
periments than the tail of probe modeled by a Gaussian profile.  The tail creates a 
“background fog” in MAADF images, and decreases their clarity.  It also contributes 
extra intensity to the images of the nearest neighbours of each atom, and thereby 
makes the MAADF intensity of each individual atom depend on how many neig-
bours it had, and what their atomic numbers were. 

 It is important to note that the effects of the probe tail are well visible in MAADF 
images because of the quantitative nature of dark field imaging, in which the inten-
sity in the vacuum next to the sample goes to zero, and thus provides a baseline to 
which the intensity in the center of the hexagons can be compared.  In bright field 
(BF) phase contrast imaging, by comparison, the intensity in the vacuum is 1.  A tail 
in a BF image of an atom results in a slight change in the image pattern and a reduc-
tion of the overall phase contrast.  But there is no readily visible change in the DC 
level of any image area, and the contrast is easily boosted back up, rendering the 
reduction nearly invisible.  

A second undesirable effect in the as-recorded highly oversampled MAADF im-
ages is that by spreading the available signal over many pixels, the signal per pixel is 
reduced, and the statistical noise increased artificially.  However, the extra statistical 
noise is occurring at spatial frequencies much higher than the spatial frequencies of 
sample details captured in the image, and can therefore be readily filtered out.  Pro-
vided that the noise introduced by the detector at every pixel is negligible, which is 
the case for well-designed MAADF detectors, the image with the high-frequency 
noise filtered out will then have no extra noise compared to an image acquired at a 
sampling frequency corresponding to the spatial frequency of the filtering.  

Both the above effects can be corrected by a simple Fourier filtering procedure 
described by Krivanek et al. (2010a, 2010b).  The procedure is illustrated in Fig. 6, 
which shows a part of an experimental 1kx1k MAADF image acquired at 60 keV 
with about 50 pA beam current, at 64 µs per each 0.12 Å wide pixel.  The figure also 
shows the filtering steps and the end result.  

The filtering amounts to convoluting the image with:  
a) a broad Gaussian, whose width corresponds to the experimental resolution, and 

which therefore filters out the artificial statistical noise occurring at spatial frequen-
cies higher than the highest actual sample frequencies captured in the image,  and 

b) a negative Gaussian, whose width corresponds to the width of the probe tail, 
and whose intensity equals the intensity of the probe tail.  The negative Gaussian 
causes the central dip of the filter, and amounts to subtracting the experimental probe 
tail contribution from the image, i.e. to “de-fogging” the image. 

The shapes of the probe and of the probe tail are typically not known exactly, and 
they vary from image to image and especially from one autotuning operation to the 
next.  This is the reason for choosing a particularly simple filtering procedure, in 
which the probe tail is greatly reduced compared to the unfiltered image, even 
though it is not subtracted exactly.  Because the filtering is rotationally symmetric 
and has no sharp cut-offs that might cause “ringing” in the processed image, the 
probability of creating misleading artifacts out of random noise is small. 
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Fig. 6 also shows an inset profile (Fig. 6e), taken along the line A-A’, which 
starts in vacuum, crosses a monolayer of graphene, and ends in a double-layer.  The 
profile traverses the centers of the graphene hexagons, where it drops to about 10% 
of the single atom intensity.  In unprocessed images, the intensity in the center of the 
hexagons was typically 50-70% of the single atom intensity, and this provided a 
reliable measure of the strength of the tail at 1.42 Å from the probe center.  We 
avoided subtracting the probe tail completely, which would have produced negative 
intensities in the centers of some of the hexagons and also in some places along the 
sample edge. 

 
 
  
 
 
 
 

 

 

 

 

 
Fig. 6.   MAADF images of graphene illustrating a Fourier-filtering procedure designed to 

remove probe tails and artificially introduced statistical noise.  a) as-recorded image, b) fast 
Fourier transform (FFT) of image, c) profile through the applied Fourier filter, d) resultant 
FFT of image, e) processed image obtained by an inverse FFT.  Black arrows in (e) mark the 
direction of profile A-A’ shown as an insert in the image.   Sample courtesy Dr. V. Nicolosi, 
Oxford U. (Ultramicroscopy, by permission). 

 
It is interesting to note that the second graphene layer was aligned over the first 

layer in A-A stacking in the sampled area, even though the normal stacking on gra-
phene is A-B, in which atoms in the second layer lie over the centers of hexagons in 
the first layer.  However, the second layer was probably pinned by amorphous car-
bon and hydrocarbons present around the edges of the monolayer, and was therefore 
not in an equilibrium configuration.  Reassuringly, the intensity recorded in the dou-
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ble layer for atoms aligned on top of each other is about 2x the intensity of single 
carbon atoms.   

Two other interesting details in the image details are marked by white arrows.  
The short white arrow marks a location that probably had a single carbon atom dan-
gling off the graphene edge, but which ran away while the probe was scanning over 
it.  This can be seen in the unsmoothed image (a), in which there is an extra intensity 
off the graphene edge that is cut off abruptly, from one scan line to the next.  The 
long white arrow marks a monolayer graphene sheet that curled over at the edge, 
thereby creating a shape resembling one quarter of a complete nanotube.  Many other 
interesting details of sample structures are shown and discussed in the next section. 

3 Graphene and monolayer BN imaged at 60 keV 

Graphene and BN samples were prepared by liquid phase exfoliation of bulk gra-
phite and BN powders in N-Methyl-2-Pyrrolidone (NMP), which gave monolayer 
dispersions with a good yield (Hernandez et al. 2008).  Full details of the sample 
preparation are given in Krivanek et al. (2010a). 

 The exfoliation produced graphite and BN flakes with small monolayer regions 
in various locations at or near the flake edges.   The size of the regions varied.  
Smaller monolayer areas of around 10 by 10 (to 30 by 30) hexagons, surrounded by 
thicker regions, were typically the most stable under the beam and were therefore 
very suitable for observation.   

3.1  Graphene: lattice defects and adatoms at graphene edge 

Fig. 7 shows the central portion of the image of Fig. 6 at higher magnification 
(Fig. 7(b)), and the same part of the sample imaged immediately before (Fig. 7(a)).  
Both the images were processed by the de-fogging filter and displayed slightly non-
linearly, in order to make the monolayer graphene clearly visible without saturating 
the images of impurity adatoms.  The impurity atom at the graphene edge stayed in 
its place, which was only about 50% probable, as could be seen by observing, with 
the same electron dose, the mobility of impurity edge atoms at other locations in the 
same sample.  

The structure of the edge itself had undergone major modifications.  In the left 
image, a variety of atomic arrangements is seen at the edge: two five-fold rings (in-
dicated by single white arrows), a single dangling carbon atom (indicated by a dou-
ble arrow), a distorted “armchair” (in which a complete carbon hexagon sits right at 
the sample’s edge) just above the bottom five-fold ring, and some atoms that were 
moving and left streaks behind.  In the right image, the edge terminates in 4 regular 
armchairs.   The rearrangement required the addition of just one carbon atom below 
the impurity atom and the removal of one carbon atom above the impurity atom.  
The armchair-terminated edge is similar to graphene edges imaged by bright field 
phase contrast TEM (Girit et al. 2009), but the observations of a 5-fold ring at gra-
phene’s edge and of a single dangling carbon atom appear to be new. 
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Fig. 7.   MAADF images of monolayer graphene taken about 2 minutes apart. Image (b) is 

a higher magnification version of Fig. 6 (e).  The single arrows in (a) and (b) point to 5-fold 
rings at the graphene’s edge, the double arrow in (a) points to a single atom of carbon dangling 
off the graphene edge.  A-A’ profile through the impurity atom at the edge is shown as an 
insert in (b).  Nion UltraSTEM, 60 keV, sample courtesy Dr. V. Nicolosi, Oxford U. (Ultrami-
croscopy, by permission). 

 
Many carbon hexagons are seen to be somewhat distorted, and the distortion of 

the same hexagon is typically different in the two images.  There were three principal 
causes for the distortions: a) statistical noise, which randomly enhanced different 
parts of the spread-out atomic images, and thus caused the smoothed images of indi-
vidual atoms to shift randomly from frame to frame, b) sample movement, which 
translated into the displacement of some parts of the image but not others, and c) real 
distortions present in the carbon sheet, plus apparent distortions caused by the fact 
that the sheet was not aligned perpendicular to the beam and was probably also 
slightly buckled.  The best way to separate the random distortions from the real ones 
is to image the same area in a sequence of images.  The two images shown here 
indicate that most of the distortions in the present case were of the random kind.  In 
stable samples the random distortions grow smaller at larger electron doses, and our 
practical experience (Krivanek et al. 2010a) indicates that they can be kept as small 
as about 0.1 Å if the dose is increased about 4x relative to the one used here. 

There were several impurity adatoms, which gave much stronger contrast than the 
carbon atoms.  Adatoms on the right side of the images were located on top of the 
graphene sheet and were moving frequently, and this made their analysis difficult.  
The single adatom at the graphene’s edge was stationary, and formed the apex of a 5-
fold ring, with larger separation from its neighbours than the apex atom in the car-
bon-only 5-fold ring seen just above the adatom in Fig. 7(a).  A profile through the 
adatom (insert in (b)) shows its intensity to be 3.6x larger than that of the C images.  
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Using the I = a Z1.64 dependence of the atomic intensity I on the atomic number Z 
that we have measured experimentally (Krivanek et al. 2010a) on images of B, C, N 
and O atoms obtained under essentially the same conditions as here, gave Zimpurity = 6 
x 3.61/1.64 = 13.1, and we therefore tentatively identified the atom as aluminum.  
However, the extrapolation to Z = 13 based on experimental data obtained for Z = 5 
to 8 is a stretch, and it is therefore possible that the impurity atom was Mg or Si, or 
even Na or P.  EELS was tried on the atom and similar intensity impurity atoms in 
the vicinity, but it was not conclusive: the atoms were not strongly attached and 
tended to run away under the beam.   

Fig. 8 shows a time sequence of MAADF images of the edge of a graphene mo-
nolayer that was decorated by several adatoms, recorded as a sequence of images 
each one of which took 8 seconds to record.  The adatom intensities were similar to 
the adatom whose profile is shown in Fig. 7 (b), and they were therefore probably 
also Al.  Once more, trying to identify the adatoms by EELS resulted in them run-
ning away, without providing useful EELS data. 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. Time sequence of MAADF images of a graphene edge decorated by several ada-

toms, most of which were rather mobile.  Top row: unprocessed images; bottom row: 
smoothed and tail-removed images. Nion UltraSTEM, 60 keV, sample courtesy Dr. V. Nico-
losi, Oxford U. 

 
Arrows mark various interesting features in Fig. 8.  The double arrow in (a) 

marks an adatom that came and went while the beam was scanning over the area, 
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resulting in short streaks.  The single arrows in (h)-(n) mark an adatom that remained 
stationary throughout the sequence.  The double arrows in (m) and (n) mark a single 
chain of C atoms, about 3 Å long, terminating in a single adatom.  The bottom half 
of the portion of the graphene edge shown in the image was relatively stable, with 
the armchair termination dominant.  The top half was much more mobile, and had 5-
fold and 7-fold rings of carbon that came and went.  The whole sequence illustrates 
the detailed nature of the studies the dynamics of low Z materials that have now 
become possible.  

 
Fig. 9 shows a pair of MAADF images of monolayer graphene recorded about 1 

minute apart, some distance away from the sample edge.  Both show four 7-fold 
carbon rings (marked by white circles) and 5-fold rings (marked in by white crosses 
in (a)).  The atomic arrangement for the top two 7-fold rings in (a) is close to a 
Stone-Wales defect (Saito et al. 1998), but with a 6-fold ring in place of one the 5-
fold Stone-Wales ones.  In (b), two of the 7-fold rings have moved to different plac-
es, and the atomic arrangement has grown more complicated.  Overlayers at bottom 
left and bottom right are only an additional layer thick, but they appear as saturated 
white in the present images, whose contrast has been adjusted to show the monolayer 
clearly. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Defects in monolayer graphene monolayer imaged 1 minute apart.  MAADF, 60 

keV.  White circles mark 7-fold carbon rings, white crosses mark 5-fold rings.  Nion Ul-
traSTEM, sample courtesy Dr. V. Nicolosi, Oxford U. 

3.2  Single wall nanotubes imaged with atomic resolution 

Nanotubes are essentially a graphene sheet rolled up into a tube.  The orientation 
of the rolled up sheet determines the nanotube chirality  and “helical pitch”, which in 
turn determines the conducting properties of the nanotube (Saito et al., 1998).  Fig. 
10 (a) shows an MAADF image of a single wall nanotube obtained at 60 keV and 
processed using the noise and tail-removing deconvolution procedure.   

The nanotube displays an interesting periodic structure (with a longitudinal pe-
riodicity of 31 Å), but the image is not clearly indicative of the nanotube structure.  
However, a Fourier transform of the nanotube gives two sets of mirror-related reflec-
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tions (insert in (a)).  Masking one set followed by an inverse FFT produces the image 
(b), which is simply either the front or the back half of the nanotube.  Masking the 
other set produces an image of the complementary half of the nanotube.  Determin-
ing the pitch of the nanotube helix becomes very easy with the two halves of the 
nanotube separated in this way.  Determing the nanotube’s chirality should also be 
possible, for instance by tilting the illuminating beam by 10 mr or more and observ-
ing the resultant shift between the top and bottom halves.  It is also interesting to 
note that the nanotube is slightly deformed, with a shape that conforms to the shape 
of an irregular nanotube pressing against it from the right side, but remaining about 
3.6 Å away.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 10. a) MAADF image of a single wall carbon nanotube obtained at 60 keV, with the 

diffractogram shown in an insert.  b) one half of the nanotube from the area marked by the red 
rectangle in (a), obtained  by Fourier filtering that masked one half of the nanototube reflec-
tions.  c) the other half of the nanotube.  Nion UltraSTEM, sample courtesy Dr. David Geohe-
gan, ORNL. 

 
The front-back separation for a nanotube has been done before using a bright 

field image (Suenaga et al. 2007).   The work of Suenaga et al. and our work, which 
was done at a lower operating energy and with slightly better resolution, show that 
nanotubes can now be imaged atom-by-atom, and defects and impurities present in 
them identified clearly.  They are also very suitable as containers for holding mole-
cules of unknown structures, since their contribution to the observed image of the 
molecule can be subtracted away quite precisely. 
 


































